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In lieu of a final exam …
Write an essay demonstrating how each of the four research methods (deductive, inductive, hermeneutical and pragmatic) would be applied to the research into innovation. 

Scenarios illustrating four main research design traditions
This essay demonstrates an understanding of research methods in management research by (a) describing each of four main research traditions, and (b) illustrating how those traditions have been applied in the study of innovation.

0.1 A research design can be categorized as following one of four traditions
The four traditions are:

· Hypothetic-deductive:  extracting hypotheses from theory, then building a test setting in which the hypotheses are either confirmed or rejected, producing an outcome of confirmation or disconfirmation of the theory; 
· Inductive: perceiving, extracting regularities from those perceptions, and testing the regularities with new perceptions, to produce an outcome of testable propositions or a theoretical model;

· Hermeneutic: in a human sciences pursuit not to explain, but to understand, continuously reinterpreting a subject, producing an outcome of a reflexive story; and

· Constructive / pragmatic:  guided by practical needs, seeking the best explanations for a phenomenon, with these explanations used in reassessing existing beliefs and habits, with the outcome of a construct (e.g. a model or a product) created and tested.

Although it has been suggested that American scholars generally do not make a distinction between inductive and hermeneutic approaches,
 the bodies of work in each tradition now appear to be sufficiently developed for different citations.
0.2 Research designs concerning legitimation and innovation in practice are my personal interest

Although my specific research question has yet to be fully shaped, I am interested in the idea of legitimation and innovation in collaborative work practices, particularly in non-centric forms of organization.  Many researchers have studied innovation, espousing a “strategy” perspective.  My interest is at the level at which innovation becomes “real”, where a discussion of “work” is no longer abstract.  From the standpoint of my philosophy of science, macro-sociological approaches to innovation seem to remain at the higher level of “strategy”.  Readings on innovation have led me to think that the social network (structural analysis) tradition may be consistent with a practice-oriented philosophy of science.

The seminal example for innovation in work practice is described in Bourdieu (1979) with farmers in Algeria 1960.  French agricultural experts advised Algerian farmers to terrace their fields, in order to attain greater productivity from their soil.  The Algerian farmers resisted changing their ways.  A few farmers did follow the advice, and after reporting positive results, the rest of the farmers followed.

In the adoption of innovations, there seems to be a tipping point where a practice -- in a particular style
 -- shifts from being a fringe (or eccentric / idiosyncratic / non-conventional / bleeding-edge) way to becoming the commonly adopted (as fresh / innovative / leading-edge) way.  Although it may appear, as an aggregate level, to be like a physical pattern of diffusion (e.g. gases from higher pressure to lower pressure areas), the connection of individuals through social networks seems more personally appealing.

In the tradition of social networks, it is person-to-person connections that are important and not hierarchical or positional formal job roles and titles.  Since network-form and cellular-form organizations are “flatter”, legitimation will be likely be central to dissertation.

The cited research articles on innovation that follow are examples of how research into innovation has been conducted and published in refereed journals, and are not necessarily exemplars of the approach my dissertation will take.  In reviewing these articles, knowing what I don’t like in research may be as helpful as finding that which I do like.

1.0 Hypothetic-deductive research designs

The spirit of deduction is described by Mitroff & Linstone (1993) as the “second way of knowing”, also known as an Analytic-Deductive Inquiring System.
The inputs into an Analytic-Deductive IS are simple ideas or basic propositions that break a complex phenomenon … down into its basic components.  The operator is typically a set of mathematical operations that take numerical scores on each of the components, and combine them (through either addition, subtraction, multiplication, division, or more advanced mathematical operations, for instance, calculus) into a single final output (a single numerical score) that expresses the best choice for the problem at hand.

The guarantor is typically composed of two critical parts.  Both pertain to the selection of the inputs themselves, although they are operative on all the other phases of the system as well.  The first part of the guarantor is concerned with whether one has selected the correct inputs.  [….]  The second part consists of the application of one of the most fundamental laws of logic, the law contradiction.  In symbols, this “law” is expressed as “Not(p and not-p).”

Thus, in determining the best “explanation” of a phenomenon, alternative explanations are rejected.  A hypothesis can be expressed as an “explanation” under consideration.  More precisely, Churchman and Ackoff (1950) describe the process of working through a hypothesis:

We move from tentative suggestions to more and more precisely formulated ideas, to ideas which become capable of directing further activity in the problematic situation.  In science, the final idea is stated as a hypothesis.  To arrive at a hypothesis, reason examines the relation of suggestions arising in this situation to suggestions that arose in others.  It evaluates the suggestions in terms of past experience.  The hypothesis which is eventually framed is expressed in familiar terms and is related to the past experience so as to use best what is already known about related situations.  Familiar scales and concepts are used for framing hypotheses; we don’t construct a whole new scientific language every time we conduct a new experiment.  Rather reason relates the present problem to the past.  This constitutes the formulation of the hypothesis.

Hypothetic-deductive research methods are compatible with theory verification, as described by Flynn, Sakakibara, Schroeder, Bates &  Flynn (1990):
Theory verification is the most widely understood approach.  It is based on the scientific method….  Hypotheses are generated in advance of the study, and they are tested by the data collected.  The origins of the hypothesis has historically been of little concern to the research.  Hypotheses may have been generated from prior studies, from the literature, or literally picked from “thin air.”  Classical inferential statistics and significance tests are used to either accept or reject the hypothesis.  The focus of theory verification is on testing the hypothesis to within specified confidence levels, not on the original of the hypothesis.

This view of science is linked with logical positivism, which is the dominant paradigm in management research today.  The experimental method presumes that a phenomenon can be studied in a “controlled” situation -- often in a simplified setting, removed from the natural environment.  In addition, there is often a bias towards Occam’s razor, so that the fewest number of explanatory variables -- those presumably with the greatest explanatory power -- is preferred.  Social sciences rarely permit the conditions available to physical scientists.  In business, the replicability of experiments is often not possible, and the researcher has to presume “the road not taken” as a control group.  

McGrath (1982) describes four experimental designs:

[There] are four things you can do in regard to any one property that is of interest in your study:

(1) You can let a particular property vary freely, as it will in nature so to speak, but measure what value in takes in each instance.  This is called Treatment Y here, and it is what one must do in regard to one’s dependent variable(s).

(2) You can select cases to include in the set of events -- or otherwise arrange the conditions or observation so that all cases have the same (and predetermined) value on some particular property.  This is called Treatment K (for constant) here, and it is what we mean when we talk about holding something constant or experimentally (as opposed to statistically) controlling it.
(3) You can deliberately cause one value of the property to occur for one subset of the sets of observations, and a different (but equally predetermined) value of that property to occur for another subset of those observations.  This will be called Treatment X, and it is what we mean when we talk about "manipulating" an independent variable.

(4) You can divide cases into two (or more) subsets in such a way that the two sets are made equal on the average (though varying within set) on a particular property.  This will be called Treatment M (for "matching").  It of course can be done for more than two sets (as can Treatment X), and for more than one property (as can Treatment K, Treatment X and Treatment Y).  It also can be done for both mean and variance (or, for that matter, for any other parameter of the distribution of that property).  But notice that Treatment M requires a prior Treatment Y (vary and measure) on the matching property; and it requires a prior division into subsets (a partitioning) on the basis of some other property than those being matched on, (that is, a prior Treatment X).

A categorization of these research designs is described in a table, with a caution about issues.
	
	What does the investigator later know about the variables?

	What does the investigator do about the variables?
	Knows Values for Each Case
	Does Not Know Values

	Makes it constant within subset and between subsets
	Mode K:
design constant
	(Unknown sampling constraint)

	Makes it constant within subset, but lets it vary between subsets
	Mode X:
design partition
	(Unknown sampling bias)

	Lets it vary within subset, but makes it constant between subsets
	Mode M:
matched groups
	Mode R:
randomization*

	Let it vary within and between subsets
	Model Y:
observed partition
	Mode Z:
ignoring the variable


*Randomization does not guarantee equivalent distributions between subsets, as does M, but makes them the most probable outcome of the assignment of cases to subsets.

Two of the four general treatments are especially notable for present purposes.  One is Treatment Z, which lets all of the other properties vary freely, but ignores them.  Unlike the other treatments, all of which offer advantages and disadvantages, Treatment Z is always bad, and is bad in all respects.  It is an unmitigated bane.  Note, also, that Treatment Z is the general case analog of Treatment Y, measurement, and Y is the nearest thing we have to an unmitigated blessing (except for cost).

The other notable treatment is Treatment R (for Randomization).  It involves assigning cases to subsets (defined by one or more X-treated or manipulated properties) on a random basis.  Treatment R is the sine qua non for a “true experiment.”  But it is by no means an unmixed blessing, much less an panacea for all research design problems.  Randomization is crucial, and powerful, but, in spite of its very good press, it is not Dilemmagic!  Indeed, it is at the core of some dilemmas ….

Many research designs in business (and in social sciences in general) are uncontrolled, and therefore likely to fall into one of the two “bad” modes described above.

1.1 Hypothetic-deductive designs in innovation research

One example following the hypothetic-deductive method is Powell, Koput & Smith-Doerr (1996), titled “Interorganizational collaboration and the locus of innovation: networks of learning in biotechnology”.  This study has the feature of looking at innovation beyond the single enterprise.  The motivation and scope for the study are relatively clear:
We focus on forms of collaboration undertaken by dedicated biotechnology firms and assess the contribution of cooperative ventures to organizational learning.  In short, we seek to map the network structure of this emerging industry and explain the purposes served by the extensive connections that typify the field.

The researchers extend existing research on absorptive capacity within an enterprise to an extended network across biotech companies.

In examining whether research collaborations increase the subsequent likelihood of other types of cooperation, we build a network analog to Cohen and Levinthal's (1989, 1990) concept of "absorptive capacity."  A firm with a greater capacity to learn is adept at both internal and external R&D, thus enabling it to contribute more to a collaboration as well as learn more extensively from such participation.  [….]  A network serves as a locus of innovation because it provides timely access to knowledge and resources that are otherwise unavailable, while also testing internal expertise and learning capabilities.

Four hypotheses are presented.
Hypothesis 1: The greater the (a) number of research and development alliances and (b) experience at managing R&D and other types of collaborations a firm has at a given time, the greater the number of non-R&D collaborations it subsequently pursues; and, in turn, the more diverse its future portfolio of ties will become, controlling for prior levels.
Hypothesis 2: The greater (a) the number of R&D alliances, (b) the diversity of ties, and (c) the experience at managing R&D collaborations or other ties that a firm has at a given time, the more centrally connected the firm subsequently becomes, controlling for the total number of ties and prior connectedness.
Hypothesis 3: The greater a firm's (a) centrality in a network of relationships and (b) experience at managing ties at a given time, the more rapid its subsequent growth, controlling for prior growth.
Hypothesis 4: The greater a firm's centrality in a network of relationships at a given time, the greater its number of subsequent R&D collaborations, controlling for prior collaborative R&D activity.

The scope of study was narrowed:

In contrast, we intentionally restrict our attention to only those for-profit firms engaged principally in human therapeutics and diagnostics, hereafter referred to as dedicated biotech firms, or DBFs.

Based on data provided by the Institute for Scientific Information, as reported in Biotechnology (1992), formal ties were categorized and partitioned into separate databases:

We built a relational database that contains separate files for (1) DBFs in human therapeutics and diagnostics, (2) the formal contractual, interorganizational agreements involving DBFs, and (3) the partners to these agreements.  The information gathered for each DBF includes founding date, employment levels, sources of financing, and collaborative agreements, which we treated as ties.  We coded each tie for its purpose and duration, using an implicit logic of production to classify them into categories, as described in Table 1: R&D, clinical trials, manufacturing, marketing and licensing, and so forth.

The authors describe the data set, and are forward about challenges facing them:

Our data consist of five years of cross-sectional records.  In each cross section, the variables were measured at the firm level.  To test the predictions of our learning perspective, we used a panel regression model.  The selection of this technique involves two primary theoretical considerations and the need to address a number of statistical issues that stem from these concerns.  The first theoretical consideration is that learning resides within firms and occurs over time.  We argue that while learning occurs through network relationships, firms are both the actors and the recipients of the skills and expertise that learning brings.  This presents two related statistical concerns: unobserved heterogeneity and autocorrelation.
Unobserved heterogeneity arises due to differences among firms in omitted variables that are constant over time and may affect both independent and dependent variables (as a common cause).

These efforts reflect, in the McGrath typology, an effort to convert a Model Z design into a Model Y design.  (The extended discussion on controlling for autocorrelation is a long exposition in the article, left to the interested reader).
In a second article on innovation, Damanpour & Gopalakrishnan (2001) -- titled “Dynamics of the Adoption of Innovations in Organizations” -- study whether an innovation model developed at the industry level is appropriate at the organizational level, particularly in banking.

Abernathy & Utterback (1978) … describe the changing rates of product and process innovations over three phases of a product class.  In the first phase, the “fluid phase”, the rate of product innovation is greater than the rate of process innovations.  In the second phase, the “transitional phase”, the rate of product innovations decrease and the rate of process innovations becomes greater than the rate of product innovations.  Finally, in the third phase, the “specific phase”, the rates of both types of innovation slow down and become more balanced.

Three hypotheses, plus one supplemental, are presented.

Hypothesis 1:  The rate of adoption of product innovations would b higher than the rate of adoption of process innovations.

Hypothesis 2:  The speed of adoption of product innovations would be faster than the speed of adoption of process innovations.

Hypothesis 3:  A product-process pattern of adoption of innovations would be more likely than a process-product pattern of adoption.

Hypothesis 3a:  High-performance organizations would follow a product-process pattern of adoption more than a process-product pattern.

The approach is a relatively straightforward survey.

The data for the study was collected from commercial banks in four north-eastern states (New York, New Jersey, Connecticut, and Massachusetts ….

The data on financial measures of performance were collected from Onesource, a database compiled by Sheshunoff Information Services for all federally insured commercial banks in the United States.  A mail questionnaire was used to collect information on innovations from individual banks.  [….]  The respondent banks were compared with non-respondents on variables like organizational size, dollar value of retail and commercial loans, and bank performance (return on assets).  No statistically significant differences were found between the means of these variables at the 0.05 level in the two groups, suggesting no response bias.

Table 1 in the article lists categorizations of product innovations (e.g. ATMs, debit cards, zero balance disbursement accounts) and process innovations (e.g. truncation of check handling process, automated mortgage generation, on-line teller terminals).  Formulas for measures of adoption rate and measures of adoption speed were created.

The results describe statistically significant support for Hypotheses 1 and 2, but not sufficient evidence to support Hypotheses 3 or 3a.

In the McGrath typology, this study would be classified as a Type M.

2.0 Inductive research designs
Since the majority of research designs are deductive, a clear definition of deduction was helpful.  What do we mean by induction?  Churchman and Ackoff (1950) take us back to Aristotle.

[… If] we are going to answer some generation questions in terms of experience, we need some process which differs from the deductive process, and which will enable us to get from the specific things we observe, to the general principles which guide our lives.  This process of going from specific instances to general principles is call “induction.”  Induction seems to be common enough in everyday affairs.  [….]

Now, no amount of specific instances is ever enough by itself to establish the general principle.  [….]  How can a thousand special cases establish a rule that is supposed to hold in every case?

Aristotle takes the answer to this question to be supplied by intuition.  Intuition alone enables us to formulate general principles out of the specific data supplied by experience.

It is clear that we must get to know the primary premises by induction; for the method by which even sense-perception implants the universal is inductive.  Now of the thinking states by which we grasp the truth, some are unfailingly true, other admit of error-opinion, for instance, and calculation, whereas scientific knowledge and intuition are always true:  further, no other kind of thought except intuition is more accurate than scientific knowledge, whereas primary premises are more knowable than demonstrations, all scientific knowledge* is discursive.  From these considerations it follows that there will be no scientific knowledge of primary premises, and since except intuition nothing can be truer than scientific knowledge, it will be intuition that apprehends the primary premises -- a result which also follows from the fact the demonstration cannot be an originative source of demonstration, nor, consequently, scientific knowledge of scientific knowledge.  If, therefore, it is the only other kind of true thinking except scientific knowing, intuition will be the originative source of scientific knowledge.  [Analytica Posterioria, II, 19]

*Editorial note: truth arrived at deductively

To put the matter in another way, let us call “universal” that which is common to all of a collection of sensations comprising experience.  Thus a stove that is on, a fire in the fireplace, a lit match, all have the common property of heat.  Now in order to perceive universals of the highest order, it appears that an infinite number of sensations would be necessary.  But as a matter of fact, says Aristotle, we do proceed from lower to higher universals without having experienced all the pertinent sensations.  If we say that an induction is “complete” only when all the specific instances by themselves confirm a result, then we have to say that no induction of universal principles is ever complete.  But by means of an intellectual intuition, we can jump from the incomplete set of sensations to an absolutely general universal, and hence provide a basis for demonstrative knowledge, and science.  We know that the sun will rise tomorrow, because we intuit from the many past instances a general rule or law.

The typical approach to a deductive design starts with a bounded world of many observations, and then tries to develop “truth” within that world.  An inductive design does not presume that a bounded view is appropriate, but instead starts with a smaller world, establishing some “truth”, that is then refined or modified as the world is expanded to include more cases, situations or phenomena.

Inductive research designs are often associated with theory-building.  Less popular than hypothetic-deductive designs, Flynn, Sakakibara, Schroeder, Bates &  Flynn (1990) make the case that inductive research is a precursor to deductive research.
A theory-building study is based upon a different origin and uses data in a different way [from a theory verification study].  However, even in theory building, a priori theory or constructs provide the foundation (Glaser & Strauss (1967)).  Without a conscious attempt at theory building, research can degenerate into simply “data dredging,” or the ad hoc collection and analysis of data for whatever conclusions can be found.  Generally speaking, the origin for a theory-building study is not a hypothesis, but rather, some assumptions, frameworks, a perceived problem or perhaps, very tentative hypotheses.  Proponents of the theory-building methodology (see, for example, Glasser and Strauss (1967) and Yin (1989)) argue that a stronger theory will result if it has been grounded in data, rather than if the origin of the theory is of little concern.  They argue that data should also be used to build theories, not only to verify them.

[….]  The notion of hypothesis testing is inappropriate for theory building, since probability distributions and even random selection of the sample points are not used.  Rather, theory building is an interpretative exercise designed to produce a theory for later testing.  Theory building uses extensive questioning and strategic positioning of the sample, in order to enrich the initial Theory A and to suggest modifications to it.

The challenge is the distinction between intuition and theory.  Science is not based on intuition that a “small truth” can be generalized into a grander finding or wider knowledge.  This is often a distinction that is made between consulting, that solves a problem at hand, and science, that promises a deeper understanding that is applicable in other contexts.

In a frequently cited article, Eisenhardt (1989) suggests a methodological way of improving the rigour of inductive research designs, particularly from the body of many cases common in business:
[… The] process described here has important differences from previous work.  First, it is focused on theory building from cases.  In contrast, with the exception of Glaser and Strauss (1967), previous was centered on other topics such as qualitative data analysis ..., case study design …, and ethnography….  To a large extent, Glaser and Strauss (1967) focused on defending building theory from cases, rather than on how actually to do it.  Thus, while these previous writing provide pieces o the process, they do not provide (nor do they intend to provide) a framework for theory building from cases as developed here.

Second, the process described here contributes new ideas.  For example, the process includes a priori specification of constructs, population specification, flexible instrumentation, multiple investigators, cross-case analysis tactics, and several uses of literature.  Their inclusion plus their illustration using examples from research studies and comparison with traditional, hypothesis-testing research synthesizes, extends, and adds depth to existing views of the theory-building research.
Third, particularly in comparison with Strauss (1987) and Van Maanen 91988), the process described here adopts a positivist view of research.  That is, the process is directed toward the development of testable hypotheses and theory which are generalizable across settings.  In contrast, authors like Strauss and Van Maanen are more concerned that a rich, complex description of the specific cases under study evolve and they appear less concerned with the development of generalizable theory.

The process steps in Eisenhardt (1989) are listed in a table in the next section.
2.1 Inductive designs for innovation research

For easy reading, Eisenhardt’s suggested process is used as a framework to review two articles.
The first, Abraham & Rosenkopf (1997), titled “Social Network Effects on the Extent of Innovation Diffusion: A Computer Simulation”, presents a view of innovation that seems considerably different from those previously used by these authors, using social network theory.  Much of the richness in the paper comes from simulation, rather than case study per se.  Although this paper takes an inductive approach, and is not oriented towards case studies, the structure of the article still maps relatively well to Eisenhardt’s prescriptions.
The second, Stevenson & Greenberg (2000), titled “Agency and Social Networks: Strategies of Action in a Social Structure of Position, Opposition and Opportunity” works on the idea that social network studies do not properly differentiate between connections that influence change from those that inhibit change.  The article uses narratives as data sources, but these are used primarily to support the development of theory, rather than just a deeper understanding of a situation.

	
	Abrahamson & Rosenkopf (1997)
	Stevenson & Greenberg (2000)

	1. Definition of research question [getting started]
	Traditionally, the literature …has examined innovations that have diffused fully, meaning that every potential adopter adopted them.  [….]  More recently, scholars have begun to ask … why, at particular points in time, do certain innovations diffuse fully and become the de facto standard or dominant design, whereas other innovations diffuse partially or not at all?  [p. 290]
	Research on networks has, by and large, failed to connect the actions of individuals to their network position ….  [We] do not know how these centrally located people use or do not use their influence in social situations.  We do not know the strategies of action that have allowed them to become centrally located or maintain their central locations. Perhaps more importantly, we do not know what strategies the peripheral members of the organizational network use to take action.  [p. 651]

	2. A priori specification of constructs [getting started]
	Increases in the number of adopters in an innovation generate new information about the innovation, creating stronger bandwagon pressures to adopt it.  Stronger bandwagon pressures, in turn, prompt increases in the number of adopters of the innovation”.  [p. 291]
[We] review … three types of bandwagon theories …

Increasing Returns Theories of Bandwagons …

Learning Theories of Bandwagons …

Fad Theories of Bandwagons …

The assumption of equal information and bandwagon pressure is not necessarily reasonable when the profitability of innovations is ambiguous.  [pp. 291-293]
	Theorists and researchers within social movement theory have tended to focus on social movements that have been peripheral to society, the movements studied have often faced hostile political opportunity structures, and theorists have generally ignored the presence of opposition to social movements.  In contrast, most organizational research has been conducted on organizations facing an opposite set of conditions: organizations were usually centrally located, the political opportunity structure was assumed to be positive, and ties between organizations were assumed to be positive.  [p. 658]

	3. Theoretical (not random) sampling of specified population [selecting cases]
	... “mixed influence” theories of innovation diffusion (Mahajan and Peterson 1985).
… “two-step flow” hypothesis (Lazarsfeld et al. 1944).
… Abraham and Fombrun (1994) … “trickle-down process” …

Becker (1970) … trickle-up diffusion process.  [pp. 293]
	[We] conducted an exploratory study of multiple environmental policy issues that arose in a city west of Boston with a population of approximately 83,000. [p. 661]

	4. Flexible and opportunistic data collection methods [crafting instruments and protocols]
	Threshold Model Considering Social Network Structure.  […. We] modified our previous model so as to incorporate the effects of variations in core-periphery network structures on the extent of innovations’ diffusion.  [….]

Research Design.  Three sets of simulations were performed.  [pp. 297]
	To incorporate the actions that led to multiple strategies, we used a "strategic narrative" (Stryker, 1996) approach to analyzing the development of issues over time.  [p. 662]

	5. Overlap data collection and analysis [entering the field]
	[Done in three simulation models]
	First, we constructed narrative histories of the important, strategic events concerning environmental issues. Then, we analyzed these narratives to determine causal sequences of events. Finally, we determined the strategies that were used to try to influence events.  [p. 662]

	6. Within case research
	In the first set, propositions were tested using a basic model of faddish diffusion … [pp. 297]
	We calculated relative betweenness as all possible paths divided by the number of times the respondent was on a path traced between two other people.
We calculated influence by taking the average score of those who rated a respondent on amount of influence over environmental policy decisions in the city.  [p. 664]

	7. Cross-case pattern search
	A second set of simulations explored the robustness of these findings when the assumption that every firm was equally sensitive to information creating bandwagon pressures was relaxed.  A third set of simulations explores how these findings differ using a model based on Learning rather than Fad theories.  [p. 297]
	To connect network position with the action taken during the events, we used a narrative approach to analyze each of the four issues.  ….  For each of the four issues, we combined these data to create a chronological sequence of events (a narrative) ….  [p. 665]

	8. Shaping testable hypotheses
	Proposition 1:  The greater the network density, the greater the number of bandwagon adopters in the non-focal stratum.
Proposition 2:  The greater the number of pressure points at the boundary of a non-focal stratum, the greater the number of bandwagon adopters in that stratum.

Proposition 3:  The greater the number of weaknesses at the boundary of a non-focal stratum, the greater the number of bandwagon adopters in that stratum. 

Proposition 4:  Boundary pressure points and weaknesses will have relatively greater effects on diffusion extent in lower- as opposed to higher-density networks.  [pp. 298-300]
	[We] use the language of hypothesis testing as a jargon useful for discussing our conjectures.
As shown in table 6, the results of the effects of the political opportunity structure on strategy provide some confirmation for the predictions shown in tables 1 and 2.  When actors were facing a favorable POS, they took direct action.  

As expected, successful peripheral actors in an unfavorable POS used coalitions, although the one successful actor without opposition did not use the predicted direct contact, and the successful peripheral actor facing opposition did not use brokers.  [pp. 671-672]



	9. Comparison with literature [enfolding literature]
	Ambiguous Profitability

Mixed influence theories …
External influence theories …

Non-ambiguous Profitability   [pp. 304-306]
	[As] Knoke (1990) noted, influence reputation is a convenient proxy for more complex structural relations that are not studied in community network studies.  [p. 676]

	10. Theoretical saturation [reaching closure]
	We believe our model is generalizable across a broad variety of contexts.  This does not mean, however, that it need not be modified to fit these contexts.  [p. 306]
	One limitation of this study is that we were unable to compare structural configurations to determine the effect on action of structural variation.  [….]
Another limitation is that our consideration of the framing of the situation was very brief.  [….]

We also did not capture the development of networks and change in political opportunity structures over time.  More research is needed to see how connections are established between actors that lead to coalitions and the resolution of issues.  [pp. 676]


Both of these inductive research designs attempted to bridge over gaps in the theory of innovation and social change, applying (and adapting) social network theory.  They each do this in very different ways, but have managed to bound their work within the required length of an article in an academic journal.  Neither paper promises to be the definitive work -- particularly in the deductive frame where a hypothesis is clearly proven or disprove -- but both seem to intend to expand the theories in innovation and social change.  They leave the door open for others with deductive designs to find more supporting evidence, or challenge these theories under development.
3.0 Hermeneutic research designs
In the Shorter Oxford English Dictionary, hermeneutics is defined as “the branch of knowledge that deals with (theories of) interpretation, esp. of Scripture.”  In this context, business research taking a hermeneutic approach parallel the multiple levels of depth that religious scholar might appreciate:  many people are content to interpret some writings or description at a superficial level, while others dedicate entire lives towards deeply understanding every nuance and subtlety in a single work.
Van de Ven and Poole (2002) categorize hermeneutic research design as one form of field research.

“Ethnography” and “clinical research” are two other terms frequently sued to reflect the basic and applied research ends (respectively) of fieldwork.  Ethnography, a term derived from cultural anthropology, typically refers to fieldwork conducted by a single investigator who “lives with and lives like” those who are studied for a lengthy period of time (usually a year or more)” to describe their culture (Van Maanen, 1995, p. 5).  [….]  The ethnographer … starts with the assumption that the organization is there to be understood and left intact.

The other form of field research is action science, which fits into the pragmatic paradigm -- the fourth category of research designs, as the fourth part of this essay.
The ethnographic research from anthropologists and communications researchers refers to grounded theory, as described by Glazer & Strauss.  In a more business-oriented context, Dougherty (2002) describes how grounded theory is used to build theory, rather than testing or verifying theory.

Grounded theory building (GTB) builds theory; it does not test or verify theory.  GTB theories capture the inherent complexity of social life by conceptualizing organizational issues in terms of their interactions with the context of practice.  The goal of grounded theory is to tease out, identify, name, and explicate themes that capture the underlying dynamics and patterns in the blooming, buzzing confusion that is organizational life.  GTB reaches into the “infinite profusion” (Weber, see Giddens, 1971) of social action in organizations to sift out the gist of a particular phenomenon.  GTB is a way to understand why and how structures, conditions, or actions might arise, to ferret out generative mechanisms (Van de Ven and Pulley, this volume), to explore conditions under which their effects might change or stay the same, and to qualify their temporary and emergent aspects.

The inconsistencies in some organizational theories and the limited variance that many theories explain indicate that these theories need to be re-fashioned, indeed re-grounded, to capture a richer, more realistic understanding of ongoing organizational action.  Grounded theory building is a way to systematically capture richer, more realistic understandings.

Dougherty suggests four principles for Grounded Theory Building.

Principle 1:  GTB should capture the inherent complexity of social life

Principle 2:  The researcher must interact deeply with the data

Principle 3:  Grounded theory intertwines research tasks:  Each is done in terms of others.

Principle 4:  GTB stands on its own merits.

These four principles are aligned with five “research tasks addressed”, with eight “rules of thumb for applying principle to research practice”
3.1 Hermeneutic designs for innovation research

Dougherty’s five “research tasks addressed” and “eight rules of thumb for research practice” appear in the table below.  These were mapped to two articles following the hermeneutic tradition.
In “The Role of Networks in Fundamental Organizational Change:  A Grounded Analysis”, Mohrman, Tenkasi & Mohrman (2003) use a hybrid of grounded theory methods (citing Glaser & Strauss (1967)) and case study research (citing Eisenhardt (1989)).  The scope of their study is described:
Our data come from longitudinal research during a 3-year period examining large scale change in 8 companies located in the natural resources, consumer electronics, aerospace, defense, health services, insurance services, computer systems, and financial services industries.  Each company was trying to fundamentally change its organizational design to enact a changing business strategy.

[….]  Our investigation was an open-ended exploration using a grounded-theory building approach as we were dealing with an exploratory research question and neither hypotheses nor theory were well formed prior to data collection (Eisenhardt, 1989; Glaser & Strauss, 1967).

In this article, they uncovered “themes”, which were then summarized to findings.
In “Strategy Creation in the Periphery: Inductive Versus Deductive Strategy Making”, Regnér (2003) chose a:
“… dual methodology in which a longitudinal, single in-depth case study, including real-time examination, was combined with a longitudinal multiple retrospective case study of the same phenomenon.  Whereas case studies are generally suited for exploratory and hypothesis generation, this dual methodology is particularly relevant for these purposes and especially for studying micro processes and activities, since a synergy is gained through the two complementary approaches, which enhances external, construct and internal validity (Leonard-Barton, 1990).

The study found that strategy in the centre of the organization was more deductive, while it was more inductive at its periphery.

	Research tasks addressed (and rules of thumbs for applying principles to research practice)
	Mohrman Tenkasi Mohrman (2003)
	Regner (2003)

	Kinds of research questions asked:

Rule 1: Explore unique characteristics of a phenomenon.
	Our purpose is to explore whether, how, and what kind of social networks contribute to the sense-making and self-design processes through which organizational participants learn to operate differently in their local contexts.  [p. 303]
	This study examines diverse categories of micro-level mechanisms and managerial activities in strategy creation and development -- what managers that are involved in strategy making and what they really do.  [p. 58]

	How questions are examined:

Rule 2: Look for social action that underlies manifest structures.
	Constant comparison (Glaser & Strauss, 1967; Locke, 2001), a critical cornerstone of the grounded-theory-building process, is designed to develop rich descriptions of social phenomena allowing the researchers to discern differences in patterns between comparable units, discover the categories that differentiate the units, and generate hypotheses and theory about them.  [p. 305]
	The research focuses on Couplet’s entry into non-mechanical truck trailer coupling systems …
… Ericsson’s entry into mobile telephony communications …

… Pharmacia’s entry into smoking cessation products …

… AGA’s … creation of an Eastern European industrial gas industry business.  [pp. 61-61]

	Kinds of data to be gathered, and how analysis proceeds:
Rule 3: Data must reflect, convey social action, meaning.

Rule 4: Subjectivity cannot be eliminated.
	Our primary data collection method for this study was extensive semistructured, in person interviews lasting from 75 to 90 minutes with a theoretical sample (Glaser & Strauss, 1967) of more than 350 informants across these 8 organizations.  [p. 306]
	The main sources of data were real time personal observation, semi-structured in-depth interviews, company documents and archival data.  [….]
The study made use of triangulation in using multiple methods and techniques of data collection.  [pp. 63-64]

	How the analysis unfolds:
Rule 5: Ground problem statement in the phenomenon.

Rule 6: The analysis process determines what data to get, how much data.
	Initially, we chose a cross sectional sample of informants from each company who could give us a high-level description ….  These company-level interviews also helped us select key informants  from the business units. To identify the leading and lagging units, we administered a short survey to our high-level informants ….  We also administered a similar survey to the informants from the business units as a cross-validation ….  After the initial round of high-level interviews, we conducted interviews in the selected units ….  To capture the dynamics of change, a second round of interviews … was conducted about 18 months later ….  The interviews were complemented by documents pertaining to the change program.  [p. 306]
	The data analysis involved an interative approach of moving back and forth between data, relevant literature and emerging theory (Eisenhardt, 1989b; Glaser and Straugss, 1967).  Theoretical propositions were not constructed prior to the research. They were inductively uncovered and established through careful within-case analysis of the interview and archival data.  [p. 64]

	All of the above, plus how to write up research:
Rule 7: GTB should not be confused with exploratory or pre-testing studies.

Rule 8: “Validity” and “reliability” depend on coherence, consistency, plausibility, usefulness, and potential for further elaboration.
	Each of the three researchers read through all the interviews and archival materials and formed subjective views of each case.  ….  Dialogue among the researchers was used to compare among the texts and our own subjective views, both within and across cases ….  As more cases were folded into the analysis, the level of abstraction was elevated.  [p. 306]
	In order to increase construct validity and to verify the case descriptions’ strength, lead respondents reviewed the cas description.  [p. 64]


These two articles suggest a recent maturation in the hermeneutic approach to management research.  Managers are not likely to be interested in research that provides understanding, but is not actionable.  Thus, the grounded theory ideas are being folded into inductive research designs that provide some insight into potential applications of the new knowledge created, as well as likely fruitful areas for additional research, either in the inductive or deductive mode.
4.0 Constructive / pragmatic research designs
A pragmatic research design that demonstrates its worth in practice can be contrasted to the deductive style of experimental conditions in a laboratory setting.  A pragmatic research design is not “data seeking theory”, as with inductive designs, but instead formed around a model or process that are “proven” in a wider sense of science.  It is not oriented towards only understanding, as with hermeneutic methods, but with a goal to solve some problem at hand.  The major challenge with a pragmatic research design is wider applicability, ensuring a scientific contribution to management research, rather than just a one-of-a-kind situation.
Pragmatic research designs include both constructive designs and action research.  These designs can be described as “clinical research”, of which Van de Ven and Poole (2002) categorize action science as one form of field research.

“Ethnography” and “clinical research” are two other terms frequently sued to reflect the basic and applied research ends (respectively) of fieldwork.  ….  Schein (1987, p. 32) discusses the clinical researcher, who is typically hired as a consultant and uses a model of action science to solve a client’s problems.  The clinical research assumes that the only way to understand an organization is to change it through deliberate intervention and diagnosis of the responses to the intervention.

Action research (and variants such as action science and action learning) has a long tradition, dating back to Kurt Lewin.  Dickens & Watkins (1999) describe the field as originating with Lewin, but with many developments over decades of practice.
Kurt Lewin developed the action research model in the mid-1940s to respond to problems he perceived in social action (Kemmis, in Kemmis and McTaggart, 1988).  [….]  As Lewin conceived it, action research necessitates group decision and commitment to improvement. 

Noting the chasm between social action and social theory (Peters and Robinson, 1984) and the lack of collaboration between practitioners and researchers, Lewin called for social scientists to bridge the gap and combine theory building with research on practical problems (Cunningham, 1993).  Without collaboration, practitioners engaged in uninformed action; researchers developed theory without application; and neither group produced consistently successful results.  By using the methodology of action research, practitioners could research their own actions with the intent of making them more effective while at the same time working within and toward theories of social action.  The marriage between theory and action could produce informed, improved behaviour and encourage social change (Oja and Smulyan, 1989).  Action researchers, then, generate context-bound, values-based knowledge and solutions from their public inquiries into system problems. 

Lewin conceived of action research as a cycling back and forth between ever deepening surveillance of the problem situation (within the persons, the organization, the system) and a series of research-informed action experiments.  His original formulation of action research “consisted in analysis, fact-finding, conceptualisation, planning, execution, more fact-finding or evaluation; and then a repetition of this whole circle of activities; indeed a spiral of such circles” (Sanford, 1970: 4; Lewin, 1946).  Although Lewin first formulated the definition, he left scant work to describe and expand his early definitions.  Argyris, Putnam, and Smith (1987) note that Lewin “never wrote a systematic statement of his views on action research” (p. 8).  In fact he wrote only 22 pages that addressed the topic (Peters and Robinson, 1984).  Perhaps because Lewin was unable to fully conceive his theory of action research before his death in 1947, he left the field open for other similarly-minded researchers to elaborate upon, and at times reinterpret, his definition.  Several subsequent definitions of action research illustrate how others have changed the definition to emphasize different aspects of the process.

Action research is thus oriented very much more towards process than product.  The overarching issue was one of scientific method in social sciences:  research and practice were two separate communities, with little bridging between.  Describing the process more as a continuing circle of activities, rather than a single experimental event, emphasizes aspects of ongoing learning by management researchers. 
Constructive research designs are a second type in the tradition of pragmatism.  In these designs, the emphasis is less on the process, and more on a model, or a construct.  Kasenen, Lukka & Siitonen (1993) provide a general description of the constructive approach (with a bias towards its application in accounting research).
Constructions refer, in general terms, to entities which produce solutions to explicit problems.  By developing a construction, something that differs profoundly from anything which existed before is created: constructions temd to create new reality [cf. Jarvinen, 1988].  [2]

[footnote 2]  This is in line with the idea, today widespread in the accounting literature, that accounting plays a significant reole in constructing reality ….

An important characteristic of constructions is that their usability can be demonstrated through implementation of the solution.  [3]

[footnote 3]  Sometimes constructions refer to principal solutions only, as the testing of their usability is not always possible because of resource and time restrictions.  In this paper, however, a stricter position is adopted as far as this important issues is concerned: we argue that at least in accounting research, the demonstration of the usability of a construction is essentially linked to its scientific value.

Constructions relevant to this paper are called managerial constructions, which refer to entities that solve problems that emerge in running business organizations.  The constructive approach is a research procedure for producing constructions.

In contrast to the deductive and inductive approaches, constructive research are abductive:  they portray constructs -- new ways of seeing business, and/or of conducting work practices -- that do not exist at the outset.  They follow a constructivist view of science, in that the construct is neither objectively right nor wrong.  Either it is in use, or it is not.
From a scientific perspective, ensuring that a construct is not a misguided approach, two forms of validation are required.  First is a grounding to existing body of knowledge, as a connection to known theories.  A new construct must at least acknowledge alternatives, even if those alternatives are considered ineffective.  Second is market tests.  The pragmatic application of the construct is in the field, must satisfy one of three levels:  
· a weak market test portrays the construct is in use somewhere, or with a irrefutable signal that someone wants to use it;
· a semi-strong market test shows the construct is widely in use; and
· a strong market test cites instances where the construction has provided benefits.
Some pragmatic research is not innovative, in the sense that they are only minor extensions of the current way of working.  Significant pragmatic changes to the way business is done, however, can be seen as innovations that require a changed mindset, and/or adjustment period for the majority of a work community to adopt.  The examples described below represent these more innovative postures.
4.1 Action research and constructive designs for innovation research

Although action research can be portrayed as more process-centered, and constructive research as more model-centered, they often seem to be mixed together.  For this reason, the table that follows below has categories suggested by Dickens & Watkins (e.g. DW1, DW2) mapped onto the categories suggested by Kasenen, Lukka & Siitonen (e.g. KLS1, KLw).  These are not perfect mappings, but reflect considerations that happen at parallel points in conducting research.
In “Creating New Management Practice Through Innovation Action Research”, Kaplan (1998) focuses not on two constructs that he has popularized -- Activity-Based Costing and the Balanced Scorecard -- but instead on the process by which existing alternatives were rejected, in favour of a new model.  Kaplan portrays this as a method under a new name:  “Innovation Action Research”.
A second article, “Action Research to Develop an Interorganizational Network” by Chisholm (2001) represents an organizational innovation, in which 14 independent incubators in rural Pennsylvania saw potential benefits of banding together as a regional network.  In this case, the ideas for an inter-organizational network were built on the foundation of socio-ecological thinking, but a formal construct was less important than the formation of the network itself.
	
	Kaplan (1998)
	Chisholm (2001)

	DW1. Analysis, fact finding and reconceptualization
KLS1. Find a practically relevant problem which also has research potential.

	Step 1: Observe and Document Innovative Practice

For activity-based costing and the balanced scorecard, we and others had documented the limitations with existing practice in cost and performance measurement through articles and books.

… the vice president for planning at the Scovill Corporation, said that he had … remedied these problems at his company by implementing a new cost measurement approach at several divisions.   ….  John Deere & Co. … cost analysts had introduced an innovative approach in a tractor component plant ….   [additional innovative cost management practices at Siemens and Hewlett-Packard.  [pp. 97-98]
	Visits to 14 incubators comprised the first direct contact of the research team with all members of the potential network.  ….
In general, incubator managers were friendly ….  At the same time, they were unclear about what the intended network would be, their role in it, and how it might benefit their local incubator.  Nevertheless, managers expressed a general willingness to participate in development activities.  [p. 326]

	DW2. Planning
KLS2. Obtain a general and comprehensive understanding of the topic.
	Step 2: Teach and Speak About the Innovation 

The preparation and teaching processes motivated us to understand the underlying phenomena in a deeper, more systematic and more conceptual way.  [p. 100]
Step 3: Write Journal Articles and Books 

Our explicit goal in writing these articles was to generate some excitement, enthusiasm and debate about the new ideas among a broad management audience.  At this point, each concept had evolved far enough that it could be named and illustrated with experiences from the initial innovating companies.  [p. 101]
	[Managers] finally selected three goals for future work and developed ways of addressing each:  developing a CN Group presentation to the state board of the principle funding agency; implementing a computer information system; and improving communications among local incubators.  [p. 327]

	DW3. Acting (execution)
KLS3. Innovate, i.e. construct a solution idea.
	Step 4: Implement the Concept in New Organizations 
We worked closely with several companies, including General Motors, Perkin-Elmer, Honeywell, Eaton, and Northern Telecom.  In these engagements, we helped to select the project team and to define the scope of the project, we provided training seminars to the project team and consulting services to facilitate the pilot projects in these organizations.  [p. 102]
	Managers identified the CN Group as a catalyst for incubation in the state and stated that without the group the Pennsylvania Incubator Association would cease to exist.  They also expressed a strong need to continue the CN Group and identified several requirements to maintain the network in the future ….  Participants agreed to work out ways of meeting these requirements.  [p. 328]

	DW4. Observing (more fact-finding)
KLS4. Demonstrate that the solution works.
	Second Loop Around the Innovation Action Research Cycle 
For example, Cooper and I participated in a series of three conferences ….  As we grappled with reconciling our emerging theory of activity-based costing with Goldratt's well-articulated theory of constraints, we came to understand the central role for measuring activity cost drivers based on resource capacity.  [….]

[We] published papers on the cost hierarchy ….  We also wrote about the extension of activity-based costing into measuring customer costing and profitability and, especially, the central role in activity-based costing for capacity costing and for distinguishing between costs of resources used vs. resources supplied.  [pp. 106-107] 
	Members also experienced a qualitative change in ‘how we related to each other at the end of the first development workshop’ compared with relationship before the conference.  This feedback suggested that system members had begun to understand and value the network and that progress was being made in developing it.  [p 327]

	DW5. Reflecting and acting again
KLS5. Show the theoretical and research contribution of the solution content.

KLS6. Examine the scope of applicability of the solution.
	Missing from the discussion so far is the role for evaluation.  ….

But early evaluation assessments, by people outside the implementation process, can also be misleading.  ….

In retrospect, it may have been productive to have devoted time and resources for in-depth evaluations of the early implementations.  [pp. 109-112] 
	Four observations stood out.  First, participation in the development conferences increased greatly …
The second dealt with network identity.  [….]

Working on the presentation … had a major impact on network members’ perception of themselves as a group.  [….]

Observation also showed that network members became increasingly proactive in developing plans to influence a growing number of critical outside organizations during the development process.  [pp. 329-330]


Both the constructive research and action research aspects described in these two papers have made differences to the organizations on which they were focused.  Each represents a departure from the world preceding it.  Activity-based costing and the balanced scorecard represent an emphasis on managerial accounting influencing decision-making, in a way that financial accounting has not.  The formation of a network incubator has allowed small organizations to gain advantage as a group, that was not possible for the individual organization.

5.0 Prognosis on personal research interests

In a reflection of developing this report, the research process has been hermeneutic.  The central task was reviewing the research of others on innovation, in order to understand research methods that have been accepted in referred journals.  In practice, the distinction between hermeneutic and other inductive methods appears to blurring.  The two constructive / action research articles also had different feels --  one more inductive and other more deductive -- even though their correct categorization is abductive.
The key question now appears to be:  how well is the body of research in innovation developed, consistent with a practice-oriented philosophy of science?  My intuition is that most of the research follows a top-down, macro-sociological style.  Recent articles extending social network theory seem appealing, but it’s currently unclear how much of the research remains in the logical/mathematical style, and how much empirical work has been done.
The less research conducted in this direction, the more probable an inductive method.  In addition, opportunities in my day job -- consulting work -- may result in opportunities for more hands-on involvement in a pragmatic style.  The wonderful dream of being as successful as Robert Kaplan may or may not be in the future!

In conclusion, the next logical step on my personal research trajectory will not initially be on research method.  The next step will be in narrowing the field of “innovation”, and establishing a baseline set of knowledge from where my research can make a contribution.  In a few months, I hope that the opportunities for linking that knowledge with a research method will clarify.
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