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The assignment is as follows:

In order to get the credits (1,0 cr) the students have to 

· Participate the seminar

· Read  the distributed article before the seminar

· Write a 10 – 15 pages essay based on two articles - the distributed Dr. Datta’s article and another one selected by your self.  The latter one should be connected to Dr. Datta’s article and also to your own research work.

Half of the essay should deal with the content of the articles, and the other half should discuss how they are related to your own research.

The essay shall be written in English, and delivered to Maarit Hursti by email maarit.hursti@hut.fi  not later than November the 8th 2004.

A commentary on the Shoumen Datta’s Confluence in Supply Chain Innovation
Shoumen Datta is Executive Director, Forum for Supply Chain Innovation, at the Massachusetts Institute of Technology, and a Research Scientist in the Engineering Systems Division of the School of Engineering.  At his presentation at HUT on October 13, 2004, he made a presentation that projected possibilities in supply chain innovation with “concepts, tools, technologies and standards”.

0.1 Datta focuses on decision systems, process innovation and real-time analysis of real-time data

The direction of Datta’s thinking is clearly express in as his central thesis

This conceptual article is aimed to provoke a broad spectrum of decision makers who wish to make even better decisions based on deeper insight from process innovation as well as real-time analysis of real-time data.  It is not a panacea to rid of all poor decision steps nor can it function without appropriate and in some cases, adequate, help from the ‘enablers’ that we shall discuss.  Managing uncertainty is key in decision systems, such as supply chain management or military readiness.  We propose a reasonable confluence of existing concepts, tools, technologies and standards that may, collectively, improve adaptability of decision systems to combat uncertainty in such diverse applications as profit optimization, response time in hospitals or military readiness.  Improvements must be directed to reduce noise and optimize to adapt.

The “reasonable confluence” is the issue of this commentary.
0.2 Innovation can be framed in abductive, deductive and inductive approaches
In the frame of innovation, the Datta presentation represents one approach to “creating the future”.  The style of Datta’s presentation was abductive, portraying a potential future (result), showing how facts lead to that result, and then suggesting cases that make the facts and results plausible.
  In this way, the confluence described by Datta represents a potential collection and integration of many disparate trends

In his talk, Datta specifically expressed that he is not a “business person”, and did not suggest that he had the power to create such a specific future.  On the other hand, his position -- as a director of an institute at MIT -- lends credibility that may influence the thinking of others.

In addition to the abductive approach to innovation, there are (at least) two others ways to tell stories about “alternate futures”.  
A deductive approach starts with facts and logic.  If the facts are plausible and the logic is plausible, then the resulting conclusion is plausible.  This approach is most appropriate in extrapolates existing trends, as in the extension of existing productions and services to an established customer set.  This would be close to Clayton Christensen’s views on sustaining innovation:

What all sustaining technologies have in common is that they improve the performance of established products, along with dimensions of performance that mainstream customers in major markets have historically valued.  Most technological advances in a given industry are sustaining in character.
  
Sustaining innovations do represent advances in technology and business models.  They are framed, however, in the context of customers, markets and products that exist in the current data.

Datta does not claim to be deductive.  His presentation on technological progress does present facts, but the logic is tentative, rather than conclusive.  Datta specifically has written disclaimers in his introduction that portray the future as uncertain, and his confluence as a matter of trends that he believes will come together.

A third way to construct a story on innovation is to be inductive.  In this approach, multiple cases are studied, and the observation is drawn that the conditions in these cases lead to a common end.  This is the approach applied by Clayton Christensen in his study of disruptive innovations.
Disruptive innovations, in contrast, don't attempt to bring better products to established customers in existing markets.  Rather, they disrupt and redefine that trajectory by introducing products and services that are not as good as currently available products.  But disruptive technologies offer other benefits -- typically, they are simpler, more convenient, and less expensive products that appeal to new or less-demanding customers.

Disruptive innovation represents a sweeping in of new ideas.  New customers or new products that were not considered in the existing frame suddenly become pertinent to the business.

Datta’s story is not inductive.  He does not present multiple cases where the confluence has already come together.  He presents only the opportunity that the confluence has to potential to result in a future where the supply chain operates in a more data-intensive way.
0.3 Is this story one of science, management science or science fiction?

This commentary tries to understand, with a critical eye, Datta’s story.  His reasoning may be viewed through three lenses:
· Science:  As researchers, with Datta’s observations, logic and findings, we should reach a similar conclusion of the “truth” in the way the world works.

· Management science:  As managers, we should take advantage of Datta’s confluence, by acting as the “visible hands” that transform the opportunity into a reality.

· Science fiction:  The story is provocative and interesting, but its linkage to reality may only be metaphorical (although some day in the future, Datta may be viewed as visionary).
To determine which of these three lenses is most appropriate, Datta’s views are compared with those of others.  Although Datta tends to present the trends from the most abstract to the most concrete, this commentary reviews them in the following order:
· Real-time data sources
· Decision systems
· Process innovation

The critical view has been threaded through the subsections that follow.

1.0 Real-time data sources supporting supply chain innovation
In his talk, Datta compared current approaches to data sources as low dimensional structures derived from high dimensional structures.  As an example, a bird may recognizable from its silhouette -- a two-dimensional image -- but its reality is three-dimensional.  Today’s use of data in the supply chain is periodic:  weekly, daily, or maybe hourly.  Advances in technology now provide opportunities for continuous streams of data in real time.  A product (or person), with appropriate technologies, could be located and tracked from its creation to its demise.

1.1 Automatic Identification Technologies
Datta (2004a) provides a historical description of Automatic Identification Technologies, primarily from a technical perspective.
  Want & Russell (2000) provide background on classifications of tagging, from molecular level taggants to optical bar codes, in addition to RFID.  Consistent with Datta (2004b), RFID technologies can be classified as:
· passive -- (no battery required), as

· optical (bar codes), 

· inductively coupled or capacitively coupled, or 

· direct electrical contacts; or

· active (requiring a battery or local power source), as

· a transponder; or 

· a beacon.

Most of the focus, for tracking product movements -- the primary interest in supply chain innovation -- is in the passive devices, either inductively coupled or capacitively coupled.  To improve the readability of these devices, focus has placed on the radio frequencies to which tags respond, as well as readers.

In his talk, Datta projected the current RFID technologies as unsustainable.  There are too many types (with power and frequency variations, and multiple restrictions).  The multiplicity of tags would require a multiplicity of readers.  To resolve these issues, Datta spoke of the importance of two technologies:  UltraWideBand, and software-defined radio.
Datta spoke of UltraWideBand as technology available since 1982, but only becoming feasible for passive tagging since 2001.  Passive technologies (i.e. tags) are not controlled by the FCC, and therefore the adoption of standards supporting UltraWideBand would be less complicated.  UltraWideBand represents a set of radio frequencies above those in use today, with greater bandwidth when many more tags are packed in close spaces.  The DoD has been broadening its use of UltraWideBand, with technologies akin to Internet-type standards (i.e. 802.11a).

Software-defined radio represents a solution to a future when tags become so ubiquitous that large quantities of readers -- each set to a different frequency and standard -- don’t make sense.  A reader that could make multiple types of tags intelligible might represent a higher initial cost, but are pragmatic when standards continue to evolve.  Thus, …

Readers must be ubiquitous and part of the civil engineering infrastructure similar to electrical outlets or switches, evolving to form the internet of devices (Interdev).

The descriptions of base stations and potential linkage to cellular telephone operators is described by Jeffrey Steinheider.

Datta (2004a) also mentions sensor networks, which are active tags in contrast to passive RFID technologies.  Their heritage is from the pervasive computing paradigm, and their application to supply chain innovation is unclear.  
1.2 Semantic Web

The World Wide Web Consortium describes the Semantic Web in the following way:

 The Semantic Web provides a common framework that allows data to be shared and reused across application, enterprise, and community boundaries.

The rise of the Internet has resulted in large amounts of data becoming available and accessible, but the ability to merge and/or apply multiple data sources has traditionally required a large amount of effort.  Datta (2004a) cites a research abstract by Berners-Lee et. al. (2003), that describes the envisioned technology layers of the semantic web.
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Figure 2:  Envisioned Semantic Web Technology Layers [from Berners-Lee et. al. (2003)]
Progress on these envisioned technology layers are relatively strong towards the bottom layers, and weaker in the upper layers.  URI (Uniform Record Identifiers) and Unicode are well defined.  The standards of XML (Extensible Markup Language) and Namespaces have been well established, but the content making use of them -- in RDF (Resource Description Framework) -- is still working its way through industry committees.  Over time, the other elements will slowly become more prevalent, but “trust” is a social question that may be better discussed as a process issue in section 3 of this commentary.
1.3 Privacy Questions with Automatic Identification Technologies and Semantic Web
Real-time data, when combined with the semantic web, means that anything or anyone bearing a tag could potentially be scanned and identified -- at any place and time.  Datta (2004a) shrugs off concerns about privacy issues as policy, rather than technology.

The unreasonable claims about RFID by privacy advocates stems from a poor understanding of the technology versus the processes that may be linked to the technology.  Whether customer data will be linked to inventory data is a process decision not a function of technology.  RFID technology, per se, cannot even begin to invade privacy.

However, the “RFID and Public Policy Void” is testimony towards state legislators portending the future loss of privacy, citing the 2002 movie Minority Report.
  Garfinkel (2002) has suggested an “RFID Bill of Rights”, where:
Consumers should have:

· The right to know whether products contain RFID tags.

· The right to have RFID tags removed or deactivated when they purchase products.

· The right to use RFID-enabled services without RFID tags.

· The right to access an RFID tag’s stored data.

· The right to know when, where and why the tags are being read.

Similar concerns are easily uncovered in newspaper stories, op-ed articles, and blogs accessible over the Internet.

Datta separates out the technology from processes, but -- in section 3 of this commentary -- there will be broader discussion about lack of support processes as impediments to adoption.  A reading of this argument suggests that Datta is incomplete in his assessment of the plausibility of adoption of ID technologies, and further, may not have sized up the critics of automated ID technologies properly.
2.0 Decision systems supporting supply chain innovation

Although real-time data, with meaning supported by the semantic web, is technologically possible, the current generation of decision systems cannot accommodate them.  Datta spoke of the infrastructure as poor, and noise as high.  The middleware to put the flood of data into use needs to be established.
The current paradigm is one of centralized decision-making.  In order to get over the “bullwhip” effect, Datta sees that decision-making must be closer to the action.
2.1 (Software) agents

Datta (2004a) sees that the large flood of data will require a higher “clockspeed”, as decisions are moved from centralized human managers to software agents.
[An] autonomous Agent [is] a software entity that functions continuously in an environment, often inhabited by other Agents.  Continuity and autonomy empowers Agents to (plan) execute processes in response to changes in the environment without requiring constant human guidance, intervention or top-down control from a system operator.  Thus, Agents offer the ability to rapidly adapt.  An Agent that functions continuously in an environment over a period of time also learns from experience (patterns).  In addition, Agents that inhabit an environment with other Agents (Agencies) in a Multi-Agent System (MAS) are able to communicate, cooperate and are likely to be mobile between environments.

Agent-based modeling (ABM) contrasts to equation-based modeling (EBM) in the following ways:

· Agents should correspond to “things” in the problem domain rather than abstract functions

· Agents should be small in mass, time (able to forget) and scope (avoid global knowledge action)

· Agents should be neither homogeneous nor incompatible but diverse

· Agent communities should include a dissipative mechanism (entropy leak)

· Agents should have ways of caching and sharing what they learn about their environment

· Agents should plan and execute concurrently rather than sequentially

· Multi-Agent Systems should be decentralized (no single point of control/failure for an Agency)

In his talk, Datta cited examples of agent-based decision systems in specific domains, such as:  Deutsche Poste routing trucks in Frankfurt; Southwest Air tracking parcels; and General Motors, scheduling cars to be painted in named bays.
2.2 Econometrics (ODD-VAR-GARCH)

Datta (2004a) suggests that ODD-VAR-GARCH is appropriate to handle the large amounts of real-time data that would be flowing through a supply chain.  The acronym can be parsed in the following way:
· ODD == Object Data Dependent (i.e. data is obtained from some specific object);
· VAR == Vector AutoRegression (a technique that has been in use for 30 years); and

· GARCH == Generalized AutoRegressive Conditional Heteroskedasticity (which reflects time-varying volatility).

The GARCH technique originated from Robert Engle, (co-)winner of the 2003 Nobel Prize in Economics.  Over the past few decades, inventory movements have typically been aggregated up to daily (or weekly) levels.  This has not provided sufficient data to calculate forecast coefficients.  The Engel approach (ARCH) takes the variance, lags it over the previous error terms (e.g. at times (t-1), (t-2). etc. …) and then lags that over the variance itself.  Thus, the variance of the error term depends not only on previously lagged errors, but also on lagged values of the variances  (i.e. at times (t-1), (t-2), …, (t-n)).  This requires huge amounts of data.  As an example, 10,000 lags in 10 store locations would require the estimation of 200,000 coefficients.
Datta (2004a) suggests, in a cross-docking example,  that Agent-Based Modeling may be combined with the ODD-VAR-GARCH:

The EBM+ABM approach can rapidly accommodate changing business models if partners in a value network drop in or out.  Adaptability may also demand changes or reshuffling of parameters -- changing the entire equation (EBM) maybe problematic.  The latter is not necessary if Agents act as independent entities (inventory agent, price agent, expiration agent) in an EBM framework. For example, if price is not a consideration, in a specific case, it can be excluded or if a new parameter (that was not a part of the model) is now important, it can be included (for collaborative efforts).

The decoupled structure in the supply chain -- as manufacturer and retailer -- is important to an artificial intelligence model.
2.3 Decision support or decision automation?

Although Datta would like to combine Agent-Based Modeling (ABM) with Equation-Based Modeling (EBM), these each represent different philosophies associated with decision automation, as compared with decision support.

Traditionally, decision support has rested on the accountability of manager to “do the right thing”.  Almost 15 years ago, Blattberg and Hoch (1990) found that combining simple database models with managerial intuition -- as 50% and 50% -- outperformed either decision input alone.  They concluded:
Models and managers have complementary skills.  Models combine complex data in a consistent and unbiased manner.  Managers have additional insight that the model cannot incorporate, such as the state of the economy, fashion trends, idiosyncratic features of an item, and shifting coupon redemption patterns.  Managers may pick up a “broken leg” cue, so rare, that it would never be anticipated by a model.  The trick is to incorporate model consistency and managerial insight into one forecast.  Models are inflexible, making them less accurate as environments change.  Managers, on the other hand, may tend to be too adaptive and overreact to current developments.  Model-manager combinations can increase adaptivity while placing a regressive, but needed, upper bound on that adaptivity.  Thus, model and manager may stabilize each other.

In this world -- probably daily, if not weekly aggregated data -- managers were still “in charge” of analyzing data and making decisions.  This was clearly an EBM approach.
By the late 1990s, retailers and manufacturers had became more sophisticated with their analyses of data.  Increased computing power, cheaper storage and widespread Internet access increased the view on what data was reasonable for capture.  Bucklin, Lehmann, and Little (1998) then suggest that the degree of automation depends on product and product-market:
[A] growing proportion of marketing decisions can be made not by manager but by machine.  Underlying this general trend, however, will be significant differences in automation across different types of decision-making environments.  We believe that there are two principle dimensions along which automation will vary (see Table 1).  The first is the status of the product.  This is a continuum ranging from existing products (i.e., well past introduction) to minor extensions (e.g., the proverbial “lemon-scented”) to truly innovative (i.e., “really new”).  The second dimension is the status of the product market on a continuum ranging from stable (e.g. mature) to trending (e.g., later growth or early decline) to turbulent (e.g., buffeted by exogenous shocks and rapid changes in tastes and/or technology).

	
	
	Product market

	
	
	Stable
	Trending
	Turbulent

	Product Status
	Existing
	Full Automation
	Substantial Automation
	Partial Automation

	
	Extension
	Substantial Automation
	Partial Automation
	Limited Automation

	
	Innovation
	Partial Automation
	Limited Automation
	Little Automation


Table 1.  Taxonomy of decision making environments and expected degree of future decision automation
Where automation seems to be called for, these authors did offer the caveat that process changes would also be required.
One corollary to this argument is that the marketing manager’s locus of decision making will change.  This means that certain decisions may be removed from their control.  This, of course, may sometimes be difficult to sell to incumbents and may require a change in their incentives.  It will also require the new role of supervising and updating the automated systems.

These marketing researchers may or may not have been thinking about software agents, in their view of automation.  Who will be held accountable for the actions of software agents?  This is an unclear.  Even the software developers who program the agents cannot be sure of how an individual agent will behave, let alone the result when multiple agents interact.  It is clear that at some position in the management hierarchy, a business executive will have to be responsible for the behaviour of software agents -- each operating at micro-analytic level -- but taking accountability for “mistakes” as well as positive results leaves an open question.
3.0 Process innovation supporting supply chain innovation

In Datta’s talk, he cited conversations he had had with P&G and then Kimberly-Clark (dating back four years), about transmitting (pre-RFID) information between stores, distribution centres, the manufacturer and suppliers.  Later, in discussions with a U.S. army general, Datta found an almost identical schematic between the army and suppliers, on Black Hawk helicopter repairs.  From this thinking, he appears to have observed a trend in the thinking on process innovation.
In his writing, process innovation seems to be linked mostly to the topics of grid, and an introductory section of the prisoner’s dilemma and signaling.
3.1 Grid

“Grid computing” has advanced primarily through the development of middleware that enables computational workload to be shifted from single processors to a network of computers.
Computational grids are collections of resources, such as computers and instruments, shared by diverse organizations across geographical distance.  A grid is created when separate organizations agree to share computational resources.  [….]

Remote collaborators work together on large-scale projects.  Scientists are able to access multiple high performance computers and extremely data-intensive instruments from across the country, in real time.

The above reference speaks directly to computational grids in the interests of scientific advancement.  If I was a scientist with idle computing resources, I would be happy to allow other researchers access.  However, Datta (2004a) does not seem to differentiate between scientific interests and commercial interests.   Associates of the Globus project are primarily universities, with only a few information technology providers as sponsors.  He portrays process changes, as would be required for one company to access another’s computer, as something relatively straightforward.
The heterogeneity of processes for business to business exchanges (between businesses and geographies) may be an initial fledgling barrier that may succumb to spread of the semantic web once the context and ‘meaning’ of the terms (words) are ‘understood’ by the system (computer, software).  Thus, the semantic web, through the use of broad ontologies and specific semantic tags, may enable businesses to maintain their “lingo” yet be “understood” when interacting with other businesses or geographies, where the process may be defined differently.

In fact, it is probably in the heterogeneity of processes that commercial interests really make money.  It is possible for companies to develop grid computing within the bounds of their single enterprise, but doing so would defeat the spirit of collaborating over organizational boundaries.
3.2 Signaling Game
Datta (2004a) provides a history of the classical two-person prisoner’s dilemma.  He extends this to a signaling game, between a manufacturer and a supplier.  Typically, the supplier announcements an advice price and a regular price; the manufacturer places an advance order at the advance price; resulting in the supplier guessing the total demand, updating his or her believes and building capacity.  
The signaling game suggests that to reduce uncertainties, improving the values of the [forecast information private to the manufacturer] and [market uncertainty controllable neither by the manufacturer nor the supplier] may be one right step forward.  A vast array of research and optimization tools is already aimed at tackling these values or the ability to obtain dependable values.  However, persistence of wide fluctuations in supply chains makes it unclear whether existing tools are adequate to stem uncertainty.  The latter, in part, is one reason why we propose the use of real-time data to reduce errors, for example, for values of the variables [forecast information private to the manufacturer] and [market uncertainty controllable neither by the manufacturer nor the supplier].

In his talk, Datta suggested reducing uncertainty in such situations by shortening the cycles to real-time or near-real-time information.  This is a reductive approach that assumes that the multitude of micro-decisions will produce an coherent emergent strategy.  Haeckel (1999) would take issue with this view.
The Limitations of Emergent Strategy for Large Corporations

[Emergent] strategic behavior does exist in the real world.  Visa is clearly a success story.  Both taxi fleets and the Prato merchants show how individual behaviors can cohere into a system that effectively handles the demands of unpredictability about what the next customer will want.  It therefore appears that, in some situations, emergent behavior governed by a clear goal and few rules can succeed better in dealing with uncertainty than can centrally-planned systems.  [….]

All three of these systems, however, are inherently simple.  [….]  None of these networks consists of multiple layers of subsystems, thus limiting coordination problems.  [….]
Not surprisingly, most large corporations remain skeptical about the applicability of these examples to their own organizations. General Electric, AT&T, Royal Dutch Shell, Westpac, and General Motors have structures much more complicated than do Prato, taxi fleets, and Visa.  They consist of multiple layers of many subsystems performing a wide range of tasks to generate a host of products and services.  Logic suggests that, given the size and complexity of these organizations and the multiplicity of behaviors, goals and conditions that characterize them, the likelihood that coherent strategic behavior will spontaneously emerge from their millions of individual decisions must be near zero.

Haeckel’s interest is in creating coherent direction and consistent behaviour within a single enterprise.  Datta presents an even greater challenge by trying to bring together multiple enterprises -- manufacturers and suppliers -- into coordinated action.  
3.3 Collaborative Planning Forecasting and Replenishment is a long-running initiative
In contrast to Datta’s view, the VICS initiative on collaboration between manufacturers and retailers, based on the pull by consumers, presenters a larger view of the complexities of coordinating multiple parties.
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Figure 2:  The VICS CPFR model

In this view, Datta’s view on supply chain innovation only focuses on the activities that VICS categorize as “demand and supply management”.  Execution -- with actually fulfillment of a physical product or service -- is not within his scope.  Artifacts listed in the analysis phase, including non-efficiency measures as would appear on a customer scorecard or supplier scorecard, are not evident.  Finally, the “collaboration arrangement” and “joint business plan” have left by Datta as “process innovations” for someone else to solve.
4.0 Preactive versus proactive
Datta sees a number of confluent trends, and the opportunity for them to come together.  Thus, Datta would be described as a preactivist, by the definitions provided in Ackoff (1981).
[Preactivists] believe technology is the principal cause of change, but, because they think change is good, they look favorably on technology.  They believe that there are few problems technology cannot solve.  [….]
Because they believe that technological developments will make the future very different than the past, preactivists place little reliance on experience.  […]
Planning in a preactive organization consists of predicting the future and preparing for it.  Preparation involves taking steps to minimize or avoid future threats and, of greater importance, to exploit future opportunities.  Preactivists are more concerned about missing an opportunity than about committing an error.  […]
Of the two parts of planning, prediction and preparation, prediction is the more important.  Preactivists believe that it is more difficult to predict accurately than it is to prepare effectively for an accurately predicted future.  Perfect preparations for an inaccurately predicted future are of no value.  Therefore, they put a great deal of effort into improving forecasting.  They have supported the development of "futurology" and a number of new ways of trying to foresee the future.  The oracles they heed are usually dressed in scientific garb and equipped with a computer.

Datta is a researcher at a university, and thus, perhaps is expected to be a preactivist.  The business people that sponsor him, however, may make better use of the information as proactivists.
[Proactivists] are not willing to return to a previous state, to settle for things as they are, or to accept the future that appears to confront them.  ….  [Proactivists] deny an assumption made, usually implicitly … that the future is largely out of our control and, therefore, the most that can be controlled is our future within the future.  [Proactivists] believe that the future depends at least as much on what we and others like us do between now and then as it does on what has happened until now.  Therefore, they maintain, the future is largely subject to creation.  From this derives the interactive concept of planning as the design of a desirable future and the invention of ways to bring it about.

In particular, the “confluence” approach represents a story that might be interpreted as science fiction.  This does not necessarily make such work a bad thing.  In fact, Datta has declared that he is “not a business person”, so it is up to the observer to judge whether the thinking is or is not coherent.  Science fiction is successful if it provokes changes in believes and/or action.  The most hopeful outcome as a result of this work is that it results in a preactivist becoming a proactivist.
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� Beth Givens, Privacy Rights Clearinghouse, Testimony to the Joint Committee on Preparing California for the 21st Century, California Legislature, August 18, 2003, at � HYPERLINK "http://www.sen.ca.gov/ftp/SEN/COMMITTEE/STANDING/ENERGY/_home/08-18-03given.htm" ��http://www.sen.ca.gov/ftp/SEN/COMMITTEE/STANDING/ENERGY/_home/08-18-03given.htm� .


� Garfinkel (2002).


� Datta (2004a), p. 54.


� Datta (2004a), p. 53, citing H. Parunak, “Go to the Ant: Engineering Principles from Natural Multi-Agent Systems”, Annals of Operations Research (1997) v. 75, pp. 69-101; and H. Parunak, R. Savit, and R. Riolo, “Agent-Based Modeling versus Equation-Based Modeling”. Proceedings of Multi-agent Systems and Agent-based Simulation, 1998.


� Datta (2004a), p. 65.


� Blattberg & Hoch (1990), p. 898.


� Bucklin, Lehmann & Little (1998), p. 240.


� Bucklin, Lehmann and Little (1998), p. 245


� This description of Globus from NASA at http://www.ipg.nasa.gov/ipgusers/globus/1-globus.html is clearer about scientific intent than merely “people” expected to be involved at � HYPERLINK "http://globus.org" ��http://globus.org� .


� Datta (2004a), p. 37
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� Haeckel (1999), pp. 47-48.
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� Ackoff (1981), pp. 58-59.


� Ackoff (1981), p. 62.  Ackoff tends to use the term “interactivist” as interchangeable with “proactivist”, but the latter works better in the above context.





